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Chapter 1
Introdution
In the past few years the use of digital ameras in roboti appliations has been inreasingsigni�antly. The main areas of appliation of this robots are the industry and militaryappliations, where these ameras are used as a sensor that allows the robot to take therelevant information of the surrounding environment, allowing it to make deisions.To extrat information from the aquired image, suh as shapes or olors, the amera ali-bration proedure is very important. If the amera is wrongly alibrated, the image detailsare lost and it is impossible to reognize anything based on shape or olor, as an be seen inFig. 1.1.

Figure 1.1: On the left, an example of an image aquired by one of the CAMBADA teamrobots with its amera wrongly alibrated. On the right, an image orretly alibrated.The major appliations of ameras in robotis vision our within ontrolled environments,whih means that the intensity and the type of light is always onstant. In this ase theparameters of the ameras only need to be adjusted one beause the environment luminanewill be almost onstant. 1



This thesis is inserted in the CAMBADA (Cooperative Autonomous Mobile roBots w/ Ad-vaned Distributed Arhiteture) projet, developed by the Department of Eletronis, Teleom-muniation and Informatis of the University of Aveiro [1℄. CAMBADA is a team of soerrobots that partiipates in the Middle Size League (MSL) of ROBOCUP [2℄. It is a multidisi-plinary projet, that involves knowledge of mehanis, arti�ial intelligene, power eletronis,instrumentation, omputer arhiteture, teleommuniations, software engineer, arti�ial vi-sion and ooperation, among others.CAMBADA robots have a hybrid vision system integrating an omnidiretional and a per-spetive amera. The omnidiretional part of the vision system [3℄ is based on a atadioptrion�guration implemented with a �rewire amera (with a 1/3� CCD sensor and a 4.0mmfoal distane lens) and a hyperboli mirror. The perspetive amera uses a low ost �rewireamera (BCL 1.2 Unibrain amera with a 1/4� CCD sensor and a 3.6mm foal distane lens).The omnidiretional amera works at 30 frames per seond (fps) in YUV4:2:2 mode with aresolution of 640 × 480 pixels. The front amera works at 30 fps in YUV4:1:1 mode with aresolution of 640 × 480 pixels.The omnidiretional vision system is used to �nd the ball, to detet the presene of obstalesand white lines. In the ase of the MSL ompetition of RoboCup, most of the teams adopt thisapproah for the vision system of the robots. The perspetive vision is used to �nd the balland obstales in front of the robot at larger distanes, whih are di�ult to detet using theomnidiretional vision system, due to its very limited spaial resolution at distanes greaterthan 5 to 6 meters.A set of algorithms has been developed to extrat the olor information of the aquired imagesand, in a seond phase, extrat the information of all objets of interest. The vision systemarhiteture uses a distributed paradigm where the main tasks, namely, image aquisition,olor extration, objet detetion and image visualization, are separated in several proesses.E�ient olor extration algorithms have been developed based on lookup tables and a radialmodel for objet detetion. The vision system is fast and aurate having a onstant proessingtime independent from the environment around the robot [4℄.1.1 The RoboCup MSL aseThe ultimate goal of the RoboCup projet is, by 2050, develop a team of fully autonomoushumanoid robots that an win against the human world hampion team in soer [2℄. It meansin a near future, the robots will have to play under natural light onditions and in outdoor�elds. This introdues many obstales to the robots beause they must be able to play either2



Figure 1.2: One of the robots used by the CAMBADA MSL roboti soer team and its visionsystem.under ontrolled lighting onditions, as is the ase of arti�ial illumination, as well in non-ontrolled lighting onditions, suh as in outdoor �elds. In outdoor �elds the illuminationan hange slowly during the day, due to the movement of the sun, as well as fast in shortperiods of time due to a partial and temporally overing of the sun by louds. It means thatthe robots, have to adjust the olors, in real time, its olor segmentation values as well as itsamera parameters to adapt to new lighting onditions [5℄.Image analysis in the RoboCup domain is simpli�ed, sine objets are olor oded. Blakrobots play with an orange ball on a green �eld that has white lines. Thus, the olor of a pixelis a strong hint for objet detetion. This fat an be exploited by de�ning olor lasses, usinga look-up table (LUT) for fast olor lassi�ation. The table onsists of 16 777 216 entries (oneof eah 224 possible olor ombinations - 8 bits for red, 8 bits for green and 8 bits for blue).Eah entry is 8 bits wide, whih means that the LUT oupies 16 MBytes in total. If anotherolor spae is used, the table size is the same, hanging only the �meaning� of eah omponent.Eah bit expresses whether the olor is within the orresponding lass or not. This meansthat a ertain olor an be assigned to several lasses at the same time. To lassify a pixel,we �rst read the pixel's olor and then use the olor as an index into the table.The olor alibration is performed in HSV (Hue, Saturation and Value) olor spae due to itsspeial harateristis. In the urrent setup, the image is aquired in RGB or YUV formatand then is onverted to an image of labels using the appropriate LUT [4℄.As far as we an understand from the published work made by the other teams of RoboCupMSL, most of them don't have any software to autoalibrate the amera, whih means theirameras are only adjusted manually at the beginning of eah game. Some of the teams,3



however, laim to have an automati proess for olor alibration running o�ine over a pre-aquired video.In the team desription papers of Brainstormers Tribots [6℄, NuBot [7℄, Teh United [8℄and Robofoot ÉPM [9℄, some autoalibration algorithms are mentioned, although they don'tpresent any details about them.1.2 Thesis ontributionsUntil the beginning of this work, the CAMBADA team didn't have an automati appliation toalibrate the vision system. The amera parameters were adjusted manually and this proessusually took muh time and required an expert person. The olor alibration was made byaquiring a video and, in o�ine mode, the video was proessed and the olor range for eaholor was adjusted.This thesis proposes two algorithms for amera parameters alibration, both automatiallyperformed by the robots. The �rst one obtains satisfatory results, but presents some ontrolproblems along the time. Moreover, it doesn't use any measure of quality to ensure the orretalibration and it doesn't evaluate the whole image.The seond proposed algorithm attains better results and has solved the problems referred toin the �rst algorithm. It's based on a PI ontroller, responsible for the amera parametersupdate, and uses a set of measures, namely ACM, Average, Entropy and MSV to evaluate thequality of the aquired images. This improves the obtained results and guarantees that theimages have nearly the same harateristis. Experimental results obtained by this algorithmshow that the quality measures of the image aquired always onverge to the same values.Moreover, it is possible to apply this algorithm in run-time in order to guarantee that, evenwhile varying the illumination of the environment, the relevant olors of the image will remainthe same.A method to alibrate olors using a HSV histogram is also proposed. It allows to visualizeeasily what is the olor range of a ertain olor lass and if a pixel is in or out of the seletedolor range. This method uses the histogram of the three omponents, hue, saturation andvalue to selet the desired olor range for eah olor lass.Finally an automati method to alibrate the olor lasses using a anny edge detetor isalso proposed. For eah region obtained after applying the edge detetor, a region growingalgorithm is applied in order to obtain the olor range of that region. Eah olor lass has avalue of hue, saturation and value that is used as seed for the region growing algorithm.4



Chapter 2
Digital Cameras
A digital amera is a devie that aptures video or photographs digitally by reording theimages aptured by a light sensitive sensor. It is formed basially by a lens, a olor sensor,software for image treatment and hardware apable of proess and transmit the apturedimages, usually designated by frames [10, 11℄.2.1 CCD sensorMost of the olors of the visible spetrum ould be reprodued by adding distint parts of red,green and blue light. This property is used by most of CCD sensors to apture olor images. Itonsists in a square grid of apaitors, whih are harged by a photosensitive element overedby a �lter that only allows one omponent of light (red, green and blue) to reah the sensor(see Fig. 2.1). The image is formed measuring the harge of eah apaitor by a ontrol iruit.For eah pixel, the CCD doesn't aquire the information of the three omponents. Instead, aBayer pattern is used. It is a repeating 2 × 2 mosai pattern of light �lters, with green onesat opposite orners and red and blue in the other two positions. The predominane of greentakes advantage of properties of the human visual system, whih determines brightness mostlyfrom green information and is far more sensitive to brightness than to hue or saturation.2.2 Camera parametersFor any partiular appliation the quality of an image aquired by a amera is dependentof many fators, suh as illumination, amera lens and, the most important, the amera5



Figure 2.1: The Bayer arrangement of olor �lters on the pixel array of an image sensor [12℄.parameters. In the following setions it will be explained the ommon parameters of a ameraand their e�ets in the image.
2.2.1 White-balaneThis parameter is one of the most important on�gurable parameters of the amera. The imageolors appear di�erent depending on the illumination under whih the image was taken. Thisis due to the fat that di�erent light soures have di�erent olor temperatures. The adjustmentof this parameter should be performed in order to make a white soure to appear white on theimage under di�erent light onditions. Usually, when this parameter hasn't been adjusted,the images have a red or blue tonality, as presented in Fig. 2.2. The ompensation of thise�et an either be automatially performed by the amera, or an be made manually. Theadjustment is performer by orreting the red and blue hannels gain.6



Figure 2.2: Examples of images aquired in a roboti soer �eld using di�erent values forthe white-balane. On the left, an image aquired with a high value of the blue gain. In theenter, an image with the white-balane orretly alibrated. On the right, an image aquiredwith a high value of the red gain.2.2.2 BrightnessThis parameter adjusts the blak level of an image, whih means that an o�set is added orsubtrated for eah pixel. This parameter, in the limit, ould lead to images brighter or darker(see Fig. 2.3). Usually, this parameter must be set manually.
Figure 2.3: Examples of images aquired in the roboti soer �eld with di�erent values ofbrightness. On the left, an image aquired with a low value of brightness. In the enter, animage orretly aquired. On the right, an image aquired with a high value of brightness.
2.2.3 ContrastThis parameter is responsible to turn the bright olors more bright and the dark olors moredark. In a high ontrast image, edges an be seen more learly and the di�erent elements ofan image are aented. In a low ontrast image, the brightness of di�erent elements is nearlythe same and it's hard to make out detail (see Fig. 2.4).7



Figure 2.4: Examples of images aquired in the roboti soer �eld with di�erent values ofontrast. On the left, an image aquired with a low ontrast. In the enter, an image orretlyaquired. On the right, an image aquired with a high ontrast.2.2.4 GainThis parameter is usually implemented by hardware. When the harge of eah CCD apaitoris measured, its value is ampli�ed by hardware, by a �gain� fator before the quantization step.Inreasing this fator makes the image brighter and inreases the ontrast but adds noise tothe image, due to the fat that the original noise of the image is also ampli�ed. Usually, thisparameter an be set to the automati mode, whih means that the amera automatiallyontrol the value of the gain by an algorithm that evaluates the brightness of the last frame(see Fig. 2.5).
Figure 2.5: Examples of images aquired in the roboti soer �eld with di�erent values ofgain. On the left, an image aquired with a low value of gain. In the enter, an image orretlyaquired. On the right, an image aquired with a high value of gain.2.2.5 ExposureExposure is the total amount of light allowed to fall on the image, whih means that it isrelated with the time that the CCD sensor is exposed to the light in eah frame. A high valueof exposure will lead to images more bright, whih is the same e�et of the gain but withoutadding noise. This time is limited by the frame rate. For example, if the amera is aquiring8



images at 15 frames per seond, the CCD sensor ould only be exposed 1/15 seonds (seeFig. 2.6).
Figure 2.6: Examples of images aquired in the roboti soer �eld with di�erent values ofexposure. On the left, an image aquired with a low value of exposure. In the enter, animage orretly aquired. On the right, an image aquired with a high value of exposure.2.2.6 ShutterThe shutter speed determines the amount of time that the shutter of a amera is opened andis therefore similar to the exposure parameter. The adjustment of this parameter allows toontrol the movement of an objet in a sene. A low shutter will freeze the objet and a highshutter will make it looks blurred as the objet moves (see Fig. 2.6).2.2.7 GammaThis parameter an be implemented by hardware or software in the amera. It is usually usedto fore an image to have the same visual aspet on di�erent monitors. For eah pixel, theoperation Pc = Po

1

gamma is performed, where Pc and Po are the orreted and the originalpixel values respetively. The e�et of this parameter is to turn darker or brighter the darkpixels related to the bright pixels. The adjustment of this parameter is usually set manually(see Fig. 2.7).2.2.8 SaturationThe saturation of a olor refers to how vibrant a olor is. A low saturated olor is near to gray,leading to an image where the olors look �washed out�. On the opposite, a high saturatedolor beomes lear, resulting in image where the olors are very intense (see Fig. 2.8).9



Figure 2.7: Examples of images aquired in the roboti soer �eld with di�erent values ofgamma. On the left, an image aquired with a low value of gamma. On the right, an imageaquired with a higher value of gamma.
Figure 2.8: Examples of images aquired in the roboti soer �eld with di�erent values ofsaturation. On the left, an image aquired with a low value of saturation. In the enter, animage orretly aquired. On the right, an image aquired with a high value of saturation.2.2.9 HueThis parameter allows to introdue an o�set in the olors spetrum. Usually, the ameradoesn't use this parameter by default and doesn't have an automati mode (see Fig. 2.9).
Figure 2.9: Examples of images aquired in the roboti soer �eld with di�erent values ofhue On the left, an image aquired with a low value of hue. In the enter, an image orretlyaquired. On the right, an image aquired with a high value of hue.10



2.3 Color spaesA olor spae is a mathematial model to digitally represent the olors. There exist manyolor spaes. Eah one has di�erent harateristis and is suitable for di�erent appliations.Some of them use the three primary olors (red, green and blue) while others use di�erentonepts, suh as the ase of hue, saturation and value, related to the human visual system,or luminane and two hromati omponents, suh as the one used for television [13, 14℄.2.3.1 RGBThe name RGB omes from Red, Green and Blue initials, that are the three emissive primaryolors. This olor spae uses the additive properties of the olors allowing to obtain almost allpossible olors of the visible spetrum. This olor spae is used mainly on omputer graphis,as well in TV and video. This olor spae isn't intuitive to human pereption, but have theadvantage to be very simple to implement and ompute. The RGB ould be visualized asa ube with three axis, eah one orresponding to red, green and blue (see Fig. 2.10). Thebottom orner, when red = green = blue = 0 is blak, while on the opposite orner, where
red = green = blue = 255 (for a 8 bit per hannel display system) is white. In the diagonalvetor from blak to white, are represented the gray levels, haraterized by having the sameamount of eah primary olor.

Figure 2.10: The RGB olor spae representation [15, 13℄.2.3.2 YUVThe YUV olor spae separates the information of a olor into its luminane (Y) and twohromati omponents, namely U and V (see Fig. 2.11). It is used by the Phase Alternation11



Line (PAL), National Television System Committee (NTSC), and Sequential Couleur AveMémoire (SECAM) omposite olor video standards. The biggest advantage of this olorspae relatively to the RGB is that the human visual pereption (in terms of both intensityand spaial resolution) of the Y omponent is greater than the pereption of the U and V om-ponents. Due to this knowledge, the U and V omponents usually are sub-sampled (Fig. 2.12)and the image requires a smaller bandwidth to be transmitted an it is more e�iently stored.This proess introdues some loss of quality in the reonstruted image but it is assumedthat the human eye an't distinguish the di�erenes. This is used as a �rst step for imageompression.

Figure 2.11: The U-V olor plane onsidering Y=127 [16℄.To onvert RGB to YUV the following equations are used [13℄:
Y = (0.257 ∗ R) + (0.504 ∗ G) + (0.098 ∗ B) + 16

V = (0.439 ∗ R) − (0.368 ∗ G) − (0.071 ∗ B) + 128

U = −(0.148 ∗ R) − (0.291 ∗ G) + (0.439 ∗ B) + 128To onvert YUV to RGB the following equations are used [13℄:
R = 1.164(Y − 16) + 1.596(V − 128)

G = 1.164(Y − 16) − 0.813(V − 128) − 0.391(U − 128)

B = 1.164(Y − 16) + 2.018(U − 128)Sub-sampling shemesBeause the human eye is less sensitive to the hrominane than the luminane, bandwidthould be optimized by storing more information about the luminane than about hromi-nane. In following, the various sub-sampling shemes will be explained. The modes YUV444,12



YUV422 and YUV411 are aquired by digital ameras using a paket representation. Themode YUV420 is aquired using a planar representation, i. e. the amera returns eah imageomponent (the full image) at a time.YUV444: eah omponent has the same resolution without loss of information. The infor-mation aquired by the amera has the following mapping:
Y0U0V0Y1U1V1Y2U2V2Y3U3V3Eah pixel will be mapped aording to the following:

[Y0U0V0] [Y1U1V1] [Y2U2V2] [Y3U3V3]YUV422: the U and V omponents are spatially sampled half times relatively to the Yomponent, whih means that the horizontal resolution is an half than the YUV444.The information aquired by the amera has the following mapping:
U0Y0V1Y1U2Y2V3Y3Eah pixel will be mapped aording to the following:

[Y0U0V1] [Y1U0V1] [Y2U2V3] [Y3U2V3]YUV411: the horizontal resolution of U and V omponents is divided by four. The video inthis format uses 6 bytes to store eah maropixel (one retangle with 1 × 4 pixels).
U0Y0Y1V2Y2Y3Eah pixel will be mapped aording to the following:

[Y0U0V2] [Y1U0V2] [Y2U0V2] [Y3U0V2]YUV420: the horizontal and the vertial resolution of U and V omponents are divided bytwo. The video in this format uses 6 pixels to store eah maropixel (one square with
2 × 2 pixels).In Fig. 2.12, it is presented a graphial representation of the several YUV sub-sampling shemesdesribed above. 13



Figure 2.12: Representation of the di�erent sub-sampling shemes of the YUV olor spae[17℄.2.3.3 HSVThe olor reeptors in the human eye, known as ones, from di�erent areas of the spetrum,with the greatest sensitivity in the blue, green and red part of it. The olor information signalsaquired by the ones are then further proessed in the visual system. Nevertheless, a personannot make intuitive estimates of the blue, green and red omponents of any partiular olor.On the other hand, in the pereption proess, a human an easily reognize basi attributesof olor suh as intensity (brightness, lightness) I, saturation S and hue H. The hue representsthe impression related to the dominant wavelength of the olor stimulus. The saturationorresponds to relative olor purity. Colors with zero saturation are gray levels. Maximumintensity is sensed as pure white, minimum intensity as pure blak. The H, S, I omponents ofthe HSI olor model are alulated from formula expressing approximately the psyhophysialsense of these notions from the RGB oordinate system to a ylindrial model of pereptions(see Fig. 2.13a)) [18℄.Two other derivations of the generi HSI olor spae are applied usually in omputer graphisand image proessing: HSV and HLS. Figures 2.13b) and 2.13) illustrate the geometriinterpretation of these models. They di�er of the original HSI model in the expression of theintensity and saturation values. For the HSV model the olors beome less saturated whenthe intensity approahes minimal level. In HLS the olors beome less saturated when theintensity approahes minimal or maximal levels. Important advantages of the HSI, HSV andHLS models over other olor spaes are good ompatibility with the human intuition of olor.They are intuitive olor spaes and allow an easy separation between hromati values andahromati values.For image proessing, a olor system based on the human pereption of olor (HSI, HLS orHSV) may be more bene�ial namely when human interation is neessary. On the other hand14



a) b) )Figure 2.13: Graphial representation of a) HSI, b) HSV and ) HLS olor spaes [18℄.if the image soure is aquired using a YUV sampling sheme with lower resolution for thehromati signals these models also allow an easy preservation of the luminane omponentin the form of the I,V or L signals. Due to this fat, in the �eld of roboti appliations, HSVis the olor spae most used for olor lassi�ation whih simpli�es and makes more auratethe seletion of olor ranges for eah olor of interest [14℄. This olor spae is represented inFig. 2.14. .

Figure 2.14: Conial representation of the HSV olor spae [19℄.In this work it is used the HSV olor spae. To onvert RGB to HSV it used the followingequations:
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Chapter 3
Autoalibration of amera parameters
The alibration of the amera is ruial for olor-based objet detetion and has to be per-formed when environmental onditions hange, for example when using di�erent soer �eldsor when lighting onditions hanges.Using the amera in auto mode has several problems and annot be used is some robotiappliations. In the ase of the CAMBADA robots and due to the fat that the environmentaround these robots has spei� harateristis, suh as the green �eld and the blak body ofthe robots that �lls the most part of the image (see Fig. 3.1), the auto mode of the amerasdo not perform well.

Figure 3.1: An example of a mask used to selet the pixels to be proessed by the omnidire-tional vision system. White points represents the area that will be proessed.The image aquired by the amera in auto mode is overexposed due to the large blak areasexisting in the image and the white-balane is not orretly alibrated, leading to erroneousolors in the image. This is due to the fat that most of ameras use algorithms that assumethat the pixels of an image are distributed along the visible olor spetrum.17



Until the beginning of this work, the amera alibration was performed manually by a speial-ized person. This alibration proess usually took about 10 minutes for the full on�gurationof eah robot's vision system. So an algorithm that alibrates automatially the amera isa great help to optimize the proess. In the following it will be explained the developedalgorithms and disussed the experiments results obtained.

Figure 3.2: An example of an image aquired by the amera of one robot of the CAMBADAteam.3.1 Camera alibration algorithmThe �rst developed algorithm doesn't analyze the entire image but uses a seletion of twoareas with spei� harateristis, namely a blak and a white areas. It only adjusts thewhite-balane, the gain and brightness parameters. It is assumed that, when the amera isalibrated, the seleted areas have the following harateristis:
• the white area should be white:� in the YUV olor spae this means that the average value of U and V should be127. If the white-balane is not orretly on�gured, these values are di�erent from127 and the image does not have the orret olors;� in the RGB olor spae the average value should equal for the three omponents andnear (255, 255, 255). If not, the entire image is either too dark and gain parameterneeds to be adjusted, or there is a predominane of one of the primary olors andthe white-balane needs to be adjusted;
• the blak area should be blak � in the RGB olor spae this means that the averagevalues of R, G and B should be lose to zero. If the brightness is too high we observethat the blak area beomes blue, resulting in a degradation of the image.18



Figure 3.3: Diagram of the autoalibration algorithm.The algorithm performs as follows:1. A new frame is aquired by the amera.2. For the seleted blak and white areas, it is alulated the maximum, minimum and theaverage values of Y, U and V in the YUV olor spae and R, G and B in the RGB olorspae.3. The adjustment of white-balane is made based on the average value of white area inthe YUV olor spae. If the U value is smaller than 127 the blue gain of white-balane isinremented, else if it is greater than 127 the blue gain is deremented. The same is madefor red gain of white-balane, but using as referene the mean value of V omponent ofthe white area.4. The adjustment of the gain parameter of the amera is based by the maximum andminimum values of the R, G and B values in the white area. If any of the maximumvalues is equal to 255 the gain will be deremented. On the other ase, if any of theminimum values is smaller than 200 the gain is inremented.5. The adjustment of brightness is performed using the blak area and it is adjusted inorder to guaranty that the blue value in the RGB olor spae is smaller than 5 and, atthe same time, guaranty that any of the mean values of R, G and B never is greaterthan or equal to 2.The hanges in the parameters, as desribed above, are made using some prede�ned onstantsobtained experimentally. This is a possible drawbak of the algorithm.The experimental results shows that this algorithm presents a satisfatory performane. How-ever it also shows some problems, namely it takes some time to onverge and only partialevaluation of the image to obtain useful information. Moreover, it depends on the initialparameters set to the amera. Some results obtained with this algorithm are presented inFig. 3.4. 19
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Figure 3.4: Experimental results using the automated alibration proedure desribed in thissetion. On the left, results obtained starting with all the parameters of the amera set tozero. On the right, results obtained with all the parameters set to the maximum value. Onthe top, the initial image aquired. In the middle, the image obtained after applying theautomated alibration proedure. The last row ontains graphis showing the evolution of theparameters along the time.
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3.2 Autoalibration of amera parameters using PI ontrollersThis setion presents an evolution of the algorithm desribed in the previous setion. It alsouses two referene areas in the image, namely a white area to alibrate the white-balane anda blak area to alibrate the brightness. However, the histogram of the intensities of the imageis used to alibrate the exposure and the gain of the amera.An histogram of the intensities of an image is a graphial representation of the intensity pixelvalue shown as bars orresponding to the ount of the ourrenes of all possible values in theimage. For an image represented using 8 bits per pixel, the possible values are between 0 and255. Image histograms an indiate the nature of the light onditions, the exposure of theimage and whether it is underexposed or overexposed.The assumptions used by the proposed algorithm are:
• the white area should be white � in the YUV olor spae this means that the averagevalue of U and V should be 127. If the white-balane is not orretly on�gured, thesevalues are di�erent from 127 and the image does not have the orret olors;
• the blak area should be blak � in the RGB olor spae, this means that the averagevalues of R, G and B should be lose to zero. If the brightness is too high, it is observedthat the blak region beomes blue, resulting in a degradation of the image;
• the histogram of intensities should be entered around 127 and should span all intensityvalues. Dividing the histogram into regions, the left regions represent dark olors, whilethe right regions represent light olors. An underexposed image will be leaning to theleft, while an overexposed image will be leaning to the right in the histogram.Statistial measures an be extrated from digital images to quantify the image quality [20, 21℄.A number of typial measures used in the literature an be omputed from the image graylevel histogram, namely:
• Mean:

µ =

N−1
∑

i=0

iP (i); (3.1)
• Entropy:

E = −
N−1
∑

i=0

P (i)log(P (i)); (3.2)21



• Absolute Central Moment (ACM):
ACM =

N−1
∑

i=0

|i − µ|P (i); (3.3)
• Mean Sample Value (MSV):

MSV =

∑

4

j=0
(j + 1)xj

∑

4

j=0
xj

; (3.4)where N is the number of possible gray values in the histogram (typially, 256), P (i) is theprobability of eah gray value, x(j) is the sum of the gray values in region j of the histogram(in the proposed approah we divided the histogram into �ve regions). The image is orretwhen µ ≈ 127, E ≈ 8, ACM ≈ 50 and MSV ≈ 2.5. These measures allow to analyze theperformane of the automated alibration algorithm. Moreover, the information of MSV willalso be used to alibrate the exposure and the gain of the amera.The algorithm on�gures the most important parameters of the amera: exposure, gain, white-balane and brightness. For the Unibrain Fire-i ameras, the dynami range of these param-eters are:
• exposure: 0-511;
• gain: 0-255;
• white-balane:0-255, both for the red and the blue hannels;
• brightness: 128-383.For the Point Grey Flea 2 amera, the dynami range of the parameters are:
• exposure: 1-1023;
• gain: 0-683;
• white-balane: 1-1023, both for the red and the blue hannels;
• brightness: 0-255.For eah one of these parameters, a PI ontroller was implemented. PI ontrollers are usedinstead of proportional ontrollers as they result in better ontrol having no stationary error.The onstants of the ontroller have been obtained experimentally for both ameras, guar-anteeing the stability of the system and an aeptable time to reah the desired referene[22℄. 22



The algorithm on�gures one parameter at a time, iterating between them when the onver-gene of the parameter under analysis has been attained. The algorithm stops when all theparameters have onverged. The algorithm is outlined in Fig. 3.5.
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Figure 3.5: Overview of the automated alibration proedure. The algorithm exeutes onemodule at a time, hanging between them when the onvergene of the parameter underanalysis has been attained.To measure the performane of this alibration algorithm, tests have been onduted using theamera with di�erent initial on�gurations. In Fig. 3.6, the experimental results are presentedboth when the algorithm starts with the parameters of the amera set to zero and set to themaximum value. As it an seen, the on�guration obtained after using the proposed algorithmis approximately the same independently of the initial on�guration of the amera. Moreover,the algorithm onverges fast, between 60 and 70 frames to onverge.In Fig. 3.9 is presented an image aquired with the amera in auto mode. The results obtainedusing the amera with the parameters in auto mode are overexposed and the white balane isnot orretly on�gured. This is due to the fat that the amera analyzes the entire image and,as we an see in Fig. 3.9, there are large blak regions orresponding to the robot itself. Theimplemented algorithm uses a mask to selet the region of interest to alibrate the amerausing only the valid pixels. Moreover, and due to the hanges in the environment aroundthe robot as it moves, leaving the amera in auto mode leads to undesirable hanges in theparameters of the amera, ausing problems to the orret olor lassi�ation.Table 3.1 presents the value of the statistial measures desribed to evaluate the qualityof digital images, regarding the experimental results presented in Fig. 3.6. These resultson�rms that the amera is orretly on�gured after applying the automated alibrationproedure, sine the results obtained are near the optimal. Moreover, independently of theinitial on�guration, we obtain images with the same harateristis.23
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Figure 3.6: Some experiments using the automated alibration proedure. On the left, resultsobtained starting with all the parameters of the amera set to zero. On the right, resultsobtained with all the parameters set to the maximum value. On the top, the initial imageaquired. In the middle, the image obtained after applying the automated alibration proe-dure. The last row ontains the graphis showing the evolution of the parameters along thetime.Aording to the experimental results presented in Table 3.1, we onlude that the MSVmeasure is the best one in lassifying the quality of an image. Although important, the othermeasures annot distinguish between two images that have lose harateristis.The good results of the automated alibration proedure an also be on�rmed in the his-24



Figure 3.7: On the left, an example of an image aquired with the amera parameters in automode. On the right, an image aquired after applying the automated alibration algorithm.Experiment � ACM Average Entropy MSVParameters Initial 111.00 16.00 0.00 1.00set to zero Final 39.18 101.95 6.88 2.56Parameters. Initial 92.29 219.03 2.35 4.74set to maximum Final 42.19 98.59 6.85 2.47Camera Initial 68.22 173.73 6.87 3.88Auto Mode Final 40.00 101.14 6.85 2.54Table 3.1: Statistial measures obtained for the images presented in Figs. 3.6 and 3.7. Theinitial values refer to the images obtained with the amera before applying the proposedautomated alibration proedure. The �nal values refer to the images aquired with theameras on�gured with the proposed algorithm.
tograms presented in Fig. 3.8. The histogram of the image obtained after applying the pro-posed automated alibration proedure (Fig. 3.8b) is entered near the intensity 127, whih isa desirable property, as visually on�rmed in Fig. 3.6. The histogram of the image aquiredusing the amera in auto mode (Fig. 3.8a) shows that the image is overexposed, leading tothe majority of the pixels to have bright olors.This algorithm have also been tested outdoor, under natural light. Figure 3.9 shows that thealgorithm works well even with di�erent light onditions. It on�rms that the algorithm ouldbe used in non-ontrolled lighting onditions and under di�erent environments.25
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Figure 3.9: On the left, an image aquired outdoor using the amera in auto mode. Asit is possible to observe, the olors are washed out. That happens beause the amera'sauto-exposure algorithm tries to ompensate the blak around the mirror. On the right, thesame image with the amera alibrated using the implemented algorithm. As it is possible toobserve, the olors and their ontours are muh more de�ned.it ould a�et the other proesses running in the omputer of the robots, for example theaquisition and image proessing program [23℄ and the agent software.The developed algorithm is based on the assumptions desribed in the previous setion butonly adjusts the gain and exposure. The only measure made for eah frame is the MSV(Equation 3.5). As mentioned before, it allows to know if the image is underexposed oroverexposed. This measure is fast to be alulated, in partiular when the image is aquiredon the YUV olor spae, due to the fat that the luminane of eah pixel is aquired diretlyfrom the amera without any further arithmeti operation. This algorithm is inluded in theimage aquisition and proessing appliation, whih is the appliation running on the robot'somputer responsible for aquiring, proess and analyze the relevant information of eah frame[23℄, and takes about 2ms per frame to exeute. After the frame is aquired, the algorithm isalled to alulate the MSV of the frame, then the gain and the exposure are adjusted in suhway that the MSV of the next frame is near 2.5.Tests have been performed on CAMBADA �eld, where it is possible to swith on and o� threerows of �uoresent lamps. In the �rst test, the robot is plaed in the middle of the �eld andthe test starts with all the lamps on (see Fig. 3.10 a)). Then, one by one, all the rows of lampsare swithed o�. After that, the seond row is swithed on, followed by the �rst row and thenthe third row.An example of an image aquired in the experiment desribed above is presented in Fig. 3.11.The experimental results are presented in the Fig. 3.12, where the graphis present the evolu-27



a) b)Figure 3.10: In a) the representation of CAMBADA's �eld, for the �rst run-time experiment.The robot position is represented as a blak irle, and the rows with the lamps are representedwith the blue olor, showing the arrangement of the lamps on CAMBADA's �eld. The testhas started with all rows of lamps on. Then, from the row one to the row three, the rowslamps were shut down one by one. After that, the seond row is swithed on, followed by the�rst row and then by the third row. On the right, the red arrows represents the movementalong the �eld performed by the robot during the seond run-time test, starting with the rowsone and three on. Then, in the middle of the test, the �rst and the third rows are swithedo�, and the seond row is swithed on at the same time.

Figure 3.11: An image of the CAMBADA's �eld with only the seond row of lamps on, ausinga non-uniform light over the �eld. As it is possible to observe, it auses a great variation ofthe green along the �eld, whih is impossible to alibrate.
28



tion of the exposure and gain parameters of the amera and the MSV value. As an be seen,the algorithm tries to adjust the amera parameters, in suh way that the MSV is always 2.5.When both parameters, gain and exposure, hits the maximum, there is no way to maintain theMSV at 2.5 and the residual error is aumulated by the integral ontroller. The onsequeneis that the algorithm doesn't reat immediately when the MSV dereases. In a real situation,this doesn't ause any problem beause the illumination hanges slowly along the time.

 300

 400

 500

 600

 700

 800

 900

 1000

 1100

 0  100  200  300  400  500  600  700  800  900  1000

V
a
l
u
e

Frame

Gain
Exposure

 1

 1.5

 2

 2.5

 3

 3.5

 4

 0  100  200  300  400  500  600  700  800  900  1000

V
a
l
u
e

Frame

MSV
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an always lassify the relevant olors of the aquired image and always knows where it isplaed on the �eld, meaning that the objets of interest, suh as the white lines, are orretlydeteted.
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Figure 3.13: Graphis of the seond run-time test. It shows that the algorithm adapts quiklyto di�erent light onditions maintaining the MSV value at 2.5.Regarding the experimental results obtained, it is possible to onlude that the adjustment ofthe gain and exposure parameters ontribute signi�antly to the olor lassi�ation. It makesthe robot to be able to always lassify the olors, even under light variations along the �eld.Consequently, the robot always knows where it is plaed on the �eld and an make the rightdeisions and perform the right behaviors. The e�etiveness of the proposed algorithm wason�rmed on ROBOTICA 2008 where this algorithm was used and the team CAMBADA haswon the �rst plae.
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Chapter 4
Color alibration
In the RoboCup domain image analysis is simpli�ed, sine objets are olor oded. Blakrobots play with an orange ball on a green �eld that has white lines. Thus, the olor of a pixelis a strong hint for objet detetion. Due to this fat, the orret objet detetion may havea signi�ant dependene on the orret olor lassi�ation.The alibration of the olor range assoiated to eah olor lass is another proess that hasto be performed before eah game beause the olors of an image aquired by a amera aredependent of the sene and also of the amera alibration. These two proedures have tomath ompletely in order to allow the robot to reognize the relevant objets existing in theenvironment around it.Until now, the olor alibration proedure has been made o�ine, whih means it was neessaryto previously aquire a video sequene. Then, with an o�ine appliation, the user selets somepixels and aording to the their olor value a partiular olor lass is reated. This proedurehas to be repeated for eah relevant olor. Usually, the olor alibration is performed in HSV(Hue, Saturation and Value) olor spae due to its speial harateristis (see Fig. 4.1) [14℄.The main drawbak of this proedure is the fat that it has to be performed o�ine, meaningthat when the amera alibration or the olors of the sene hange, it is neessary to aquirea new video and then proess it again. These steps usually requires several minutes to adjustthe information for eah olor. Another problem is that, using an o�ine proedure, there isno way to test the olor alibration result in real-time and in all positions of the �eld.In this hapter three developed methods will be presented allowing online olor alibration.These methods make possible to alibrate the olors diretly on the robot.The �rst implemented method is based on the statistial information about a spei� seleted31



Figure 4.1: A sreenshot of CambadaViewer appliation, that is the appliation used to ali-brate the olors in o�ine mode [24℄.
area for eah olor lass. For eah area, it is alulated the maximum and minimum valuesin HSV olor spae. These values are used to selet the upper and lower boundaries of theolor lass. If the olor range wasn't orretly alibrated, a manual adjustment has to bemade for maximum and minimum values of hue, saturation and value using a sliders interfae.This proedure an present some problems partiularly when the seleted area hasn't anhomogeneous olor or, sometimes, when there is a pixel with a quite di�erent olor from thedesired one, leading to olors wrongly alibrated or somewhat less aurate. Furthermore theuse of sliders to selet the olor range is not muh intuitive.In order to improve the method desribed above, the seond method is an evolution from the�rst one. It was developed an interfae that uses the histogram of the three olor omponents(hue, saturation and value) to selet the desired olor range for eah olor lass. For eaholor, a set of pixels are seleted orresponding to the olor lass that is under alibration.The value of eah pixel, in HSV olor spae, is marked on the histogram of hue, saturation andvalue. Then, it is seleted the range of hue for the seleted olor and the saturation and valuehistograms are updated with the image pixels inluded in this range of hue. This proedureis easier, faster and more aurate than the method using sliders.32



Figure 4.2: On the left, an image aquired on the CAMBADA �eld with the green olorsegmented. On the right, the orresponding histogram. From top to bottom: hue, saturationand value of the image.4.1 Automated algorithm for olor alibrationA third method was implemented using HSV histograms and a anny edge detetor [25, 26,27, 28℄. The anny edge detetor �nds the edges in areas with strong intensity ontrasts. Thisis the most used edge detetor in image proessing. Applying the anny edge detetor to theimage aquired, all the transitions between olors with high ontrast are marked, as shown inFig. 4.3.

Figure 4.3: On the left, an image aquired on the CAMBADA's �eld, to whih the anny edgedetetor was applied. On the right, the same image with strong edges after onsidering asedge the neighboring pixels of the original edges obtained by the anny edge detetor.As it an be seen in the left side of the Fig. 4.3, some areas are not orretly delimited. To33



Minimum MaximumHue 79 177Saturation 26 64Value 84 207Table 4.1: Color ranges obtained for the green olor lass using the desribed algorithmaording to the Fig. 4.4. .orret this e�et, it is onsidered as edge the neighboring pixels of the original edges obtainedby the anny edge detetor. With this transformed image, where areas with the same olor arewell delimited, it is possible to alulate the maximum and minimum boundaries in HSV olorspae for olor lassi�ation. First, it is neessary to �nd at least one pixel of the intendedolor in eah one of the delimited areas. For that, using the assumption that most of theimage pixels are green, the hue, saturation and value of the olor with the higher level ofourrene in the HSV histogram are determined. Using the HSV histogram, it is possible toknow whih are the values, in HSV olor spae, of the pixel that appears more often. Then,with a threshold of 10, it is seleted at least one pixel in eah delimited area. Now, using aregion growing algorithm, all pixels delimited are seleted. With all green pixels seleted, it isalulated the maximum and minimum values in HSV olor spae for the olor under analysis.The right side of the Fig. 4.4, shows the �eld image with the green olor segmented. Theresults obtained with this algorithm are presented on Table 4.1. As it an be seen, all thegreen pixels are segmented on�rming that this algorithm works well.

Figure 4.4: On the left, an image aquired on the CAMBADA's �eld. On the right, the sameimage with the green olor segmented. 34



The experimental results obtained with the desribed algorithm are promising. However, theurrent implementation has a high omputational omplexity (above 100ms to proess a singleimage) whih means it an not be used in real-time.
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Chapter 5
Conlusion
There are many problems behind the use of ameras in roboti appliations. One of them,and the most di�ult to overome, is the use of ameras in roboti appliations under naturallight. To ahieve the �rst goal of RoboCup MSL ompetition, it is neessary to overome thisproblem.In Chapter 1, it was disussed the most ommon problems behind the use of ameras inRoboCup MSL ompetition. It was also disussed how CAMBADA team and the otherRoboCup MSL teams solve this problems.In Chapter 2, it was introdued some notions about amera parameters and the RGB, YUVand HSV olor spaes, to better understand the algorithms disussed in the following hapters.In Chapter 3, it was disussed the two implemented algorithms to autoalibrate the amerasat the beginning of eah game. This doesn't solve the whole problem but minimizes the e�etsof the light variations during the tournament. By omparing the two developed algorithms,it is easy to onlude that the seond algorithm, using PI ontrollers and the MSV measure,has better results. That happens mainly beause it uses the PI ontrollers to approximate theamera parameters to the ideal parameters and the MSV measure that evaluates the luminaneof the image. Comparing to the seond algorithm, the �rst developed algorithm doesn't workso well. One of the problems is that it takes muh more time to onverge. Another problemis that it only uses the information of two seleted areas, and not the whole image.It was also presented a run-time algorithm that an be used with the image aquisition andproessing appliation. It minimizes the e�ets of lighting variations along the �eld and duringthe game. That is a typial problem that CAMBADA team has faed, until now.In Chapter 4, it was presented some olor alibration algorithms and it was also disussed37



the methods used by CAMBADA team until now. The �rst developed algorithm, using theanalysis of a seleted area for eah olor, isn't the most aurate due to the fat that if onepixel of the seleted area is quite di�erent of the seleted olor, that will ause an inorretolor alibration. It is possible to adjust the olor ranges using an interfae with sliders.The seond method, using HSV histograms, makes the proess of manual olor alibrationeasier, beause seleting some pixels on the image allows to visualize their position on HSVhistogram. Seleting the maximum and minimum boundaries of hue, saturation and valuehistograms are updated only with the image pixels inluded on the seleted range of hue.The last developed method use an edge detetion and a region growing algorithm. The ex-perimental results obtained with the desribed algorithm are promising. However, the urrentimplementation has a high omputational omplexity and an not be used in real-time. In thefuture, with some optimization this drawbak ould be solved. This method with the am-era alibration running on robot's omputer, will probably allow the robot to have its visionsystem always optimized for the best performane on olor lassi�ation and objet detetion.Now with the proposed algorithm for amera parameters and olor alibration methods, it ispossible to alibrate the vision system of the robots without the need for either a previousvideo aquisition or for the presene of an expert person. This an now be made diretly onthe robot, and visualized in real-time if the olors are orretly alibrated.This thesis has ontributed signi�antly to the good results obtained by the CAMBADAteam in the Portuguese Robotis Open, ROBOTICA 2008 [29℄. The work presented in thisthesis was also used in other roboti appliations, as is the ase of the Rota2008 and Ratozingerteams, of University of Aveiro , in the Autonomous driving ontest. This work has ontributedto their olor and ameras alibration.The results obtained prove that the algorithms presented in this thesis will ontribute to themain goals of RoboCup league.As future work, the following lines an be pointed out:
• Improvement of the olor alibration performane in suh way that it an be madeautomatially in o�ine and also in run-time mode.
• Improvement of the white-balaning algorithm, in suh way that it doesn't need a whitereferene or, if needed, the referene must be searhed in the image.
• Development of an algorithm to automatially alibrate the amera saturation.
• Implementation of an algorithm integrated into the software of the robot to alibrateolors and amera parameters in run-time.38



Appendix A
AutoCalibration manual
A.1 IntrodutionThis manual intends to explain how to use the alibration tool designed for CAMBADAteam, to alibrate their �rewire ameras. This appliation is used to adjust automatially theparameters of the amera. To use it, the appliation only needs to know where the blak andwhite referenes are. These are the neessary referenes used by the alibration algorithm.The amera's parameters are adjusted by the analyses of the seleted blak and white areasand the whole valid image, until the "the white is really white and the blak is really blak".The algorithm ould be explained in a simple way suh as:

• The white-balane (the gain of blue and red hannels respetively), is adjusted untilthe average values of U and V (in YUV olor spae), of the seleted white zone areapproximately 127.
• The gain and exposure are adjusted in suh way that the luminane histogram is enteredaround 127.
• The brightness is adjusted from the zone seleted as blak. It is adjusted until theaverage value of eah RGB hannel is around 2.0.This appliation also allows the user to alibrate the olor range, using the information ob-tained by the HSV histograms. 39



A.2 How to use the appliationThe use of this appliation is simple. To start the appliation the following ommand lineformat is used: ./AutoCalibration -f # {options} The only mandatory parameter is theon�guration �le (option -f r?.onf), where the information of the initial parameters of theamera, the olor range for eah olor, the mask that selets the valid pixels, and the distanemap are stored. This appliation was developed only for the ameras used by CAMBADAteam, whih are a Point Grey Flea 2 and a Unibrain Fire-i BCL. To use one of these ameras,the parameter -am must be initialized (option -am # { Unibr: Unibrain Fire-i BCL, Point:Point Grey Flea 2}). The parameter fps (frames-per-seond) also has to be on�gured (option-fps # {3, 7, 15, 30}).When the appliation starts, the image aquired by the amera is diplayed in the omputersreen. To alibrate the amera parameters, �rst it is neessary to selet the white and blakareas. For this, press the C key and in the sreen is displayed the number of eah olor. Then,press the key number of the desired olor. When the olor is seleted, with the mouse seletthe area for that olor. The key S allows to see the seleted zones for eah olor in the sreen.To start the alibration algorithm press the A key. In the sreen will be displayed the message"AutoCalibrating ..." and the urrent values of gain, exposure, brightness and white-balane.After a few seonds, when the parameters had stabilyzed, you should press again the A keyto stop the alibration algorithm. To store the orret parameters into the on�guration �lepress U. It is possible to use the amera's autoalibration algorithm at any time, pressing theK key. To desativate the amera's algorithm press again the K key.To alibrate the olors, �rst press the E key. It will be displayed in the sreen the HSVhistogram. To selet the desired olor to be alibrated, press in the "HSV - Histogram Win-dow", with the mouse's left key, the respetive square olor. Then press the key I. It willbe displayed, in a new window, an enlarged image of the mouse's pointed area. To knowthe values, in HSV olor spae, of the seleted pixel, press the mouse's left key. The valuesof the urrent pixel will be displayed on the image and in the HSV-Histogram window, theurrent pixel position will be displayed with white lines, in the HSV-Histogram. To displaythe segmented image, press the Y key. If a ertain pixel is not segmented, for the respetiveolor, selet it with the mouse. On the HSV-Histogram window, the red lines are the upperand lower boundaries of the seleted olor. If a ertain white line is out of the range, to movethe lower boundarie, in the HSV-Histogram window, press on the white line with the mouse'sleft button. To move the upper boundarie, in the HSV-Histogram window, selet the whiteline with the mouse's right button. To lear the white lines on the HSV-Histogram, press with40



the mouse's left button on the gray square.Now will be explained the funtion of eah key and the meaning of the arguments that ispossible to pass to the appliation:
Appliation:-h Help-f Con�guration �le (Obligatory)Camera:-mode # 4 4:RGB, 1:YUV 411, 2:YUV 422-am # {Point} Point: Point Gray Flea2, Unibr: Unibrain Fire-i BCL-fps # {15} 3:3.75, 7:7.5, 15, 30-wb #:# {-1:-1}-sht # {0}-exposure # -1-gain # {-1}-brightness # {-1}-gamma # {-1}-saturation # {-1}-sharpness # {-1}

During the appliation some keys have spei� funtionalities, whih are:41



Key DesriptionH Visualize on the sreen the funtion of eah keyC Allows to selet a spei� olor areaA Ativate/deativate the alibration algorithmS Shows the seleted olor areasK Ativate/deativate the amera's alibration algorithmU Update the on�guration �leP PauseI Allows to know the HSV information of a ertain pixelShows the enlarged area around the mouse pointerY Segment the imageE Displays the HSV histogramR Displays the RGB histogramG Displays the Luminane HistogramQ Quit
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Appendix B
LibAutoCalib

• void Rgb2Yuv ( double *RGB, olor_yuv& yuvPix ) - Convert a RGB pixel to YUV
• void Rgb2Yuv2( double *RGB, olor_yuv& yuvPix ) - Convert a RGB pixel to YUV
• void ConvertYuv2Rgb(unsigned har bu�n[℄, unsigned har bu�out[℄, int mode) - Con-vert a YUV frame to RGB
• void AverageAreaRGB(unsigned har* imgBuf, int y1, int y2, int x1, int x2, Stats* RGB)- Calulates the average value in RGB mode of the seleted area for eah hannel
• void StdAreaRGB(unsigned har* imgBuf, int y1, int y2, int x1, int x2, Stats* statsval-ues) - Calulates the standard deviation value in RGB mode of the seleted area for eahhannel;
• void MaxMinAreaRGB(unsigned har* imgBuf, int y1, int y2, int x1, int x2, Stats*statsvalues) - Calulates the maximum and minimum values in RGB mode of the seletedarea for eah hannel
• void AverageAreaHSV(unsigned har* imgBuf, int y1, int y2, int x1, int x2, Stats* HSV)- Calulates the average value in HSV mode of the seleted area for eah hannel
• void StdAreaHSV(unsigned har* imgBuf, int y1, int y2, int x1, int x2, Stats* statsval-ues) - Calulates the standard deviation value in RGB mode of the seleted area for eahhannel
• void MaxMinAreaHSV(unsigned har* imgBuf, int y1, int y2, int x1, int x2, Stats*statsvalues) - Calulates the maximum and minimum values in RGB mode of the seletedarea for eah hannel 43



• void amCal(unsigned har* buf, unsigned har* mask, ImageStats* stats) - Calulatesimage statistis of the valid pixels
• void SegmentateImage (unsigned har* SegImage, unsigned har* mask, ColorRange *r) - Segment the image
• void CalHistogram(unsigned har* imgBuf, unsigned har* mask, int* histogram, Im-ageStats* stats) - Calulates the histogram
• ImageStats GetHistParam (onst ImageHolder& image, unsigned har* mask) - Calu-lates histogram parameters
• void CalibrateGainExposure(ImageStats stats, CameraSettings* s) - Calulates theGain and Exposure values to set to the amera aording to theinformation passedby stats.
• Class ImageAnalyzer� ImageAnalyzer() - Default onstrutor� ImageAnalyzer(enum iMode Mode, unsigned Rows, unsigned Cols, unsigned har*ImgBuf, unsigned har *Mask) - Contrutor� �ImageAnalyzer() - Destrutor� void CalImgStats() - Calulates image satistis� void DrawHistogram() - Draw histogram� void SetColourCoord(unsigned olor, int x1, int y1, int x2, int y2) - Set oloroordinates� void CalImgAreaStats() - Calulates area satistis� void AverageArea(unsigned olor) - Calulates the average value of the seletedarea for eah hannel� void MaxMinArea(unsigned olor) - Calulates the average value of the seletedarea for eah hannel� void ZoomPoint(CvPoint ptCenter) - Zooms the seleted point� void SegmentateImg (ColorRange *r) - Segmentates the image� void DrawRgbHistogram() - Draws the RGB histogram� void DrawHsvHistogram() - Draws the HSV histogram44



Bibliography
[1℄ CAMBADA o�ial homepage, April 2008. http://www.ieeta.pt/atri/ambada.[2℄ RoboCup o�ial homepage, April 2008. http://www.roboup.org.[3℄ A. J. R. Neves, G. Corrente, and A. J. Pinho. An omnidiretional vision system for soerrobots. In Pro. of the EPIA 2007, volume 4874 of Leture Notes in Arti�ial Inteligene,pages 499�507. Springer, 2007.[4℄ A. J. R. Neves, D. A. Martins, and A. J. Pinho. A hybrid vision system for soer robotsusing radial searh lines. In Pro. of the 8th Conferene on Autonomous Robot Systemsand Competitions, Portuguese Robotis Open - ROBÓTICA'2008, pages 51�55, Aveiro,Portugal, april 2008.[5℄ G. Mayer, H. Utz, and G. Kraetzshmar. Playing robot soer under natural light: Aase study. In Pro. of the RoboCup 2003, volume 3020 of Leture Notes on Arti�ialInteligene. Springer, 2003.[6℄ R. Hafner, S. Lange, M. Lauer, and M. Riedmiller. Brainstormers tribots team desrip-tion. Tehnial report, Institute of Computer Siene, Institute of Cognitive Siene,2008. University of Osnabru, Germany.[7℄ H. Zhang, H. Lu, X. Wang, F. Sun, X. Ji, D. Hai, F. Liu, L. Cui, and Z. Zheng. Nubotteam desription paper 2008. Tehnial report, College of Mehatronis and Automation,2008. National University of Defense Tehnology, China.[8℄ J. J. M. Lunenburg and G. v.d. Ven. Teh united team desription. Tehnial report,Control Systems Tehnology Group, 2008. Eindhoven University of Tehnology, Nether-lands.[9℄ B. Bouhard, D. Lapensée, M. Lauzon, S. Pelletier-Thibault, Jean-Christophe Roy, andG. Sott. Robofoot Épm team desription paper 2008. Tehnial report, MehatronisLaboratory, 2008. Éole Polytehnique de Montréal, Canada.45



[10℄ S. Battiato and M. Manuso. An introdution to the digital still amera tehnology. STJournal of System Researh - Speial Issue on Image Proessing for Digital Still Camera,2(2), Deember 2001.[11℄ P. M. R. Caleiro. Apliação grá�a para on�guração e monitorização de sistemas devisão robótia. Tehnial report, Universidade de Aveiro, 2006.[12℄ Bayer �lter, Wikipedia Artile, April 2008. http://en.wikipedia.org/wiki/Bayer_�lter.[13℄ Keith Jak. Video Demysti�ed. Elsevier, 4 edition, 2005.[14℄ P. M. R. Caleiro, A. J. R. Neves, and A. J. Pinho. Color-spaes and olor segmentationfor real-time objet reognition in roboti appliations. Revista do DETUA, 4(8):940�945,June 2007.[15℄ Using rgb2ind, matlab toolbox, April 2008. http://www.mathworks.om/aess/helpdesk_r13/help/toolbox/images/olorube.jpg V.[16℄ YUV, wikipedia artile, April 2008. http://en.wikipedia.org/wiki/Y%27UV.[17℄ Chroma subsampling, Wikipedia Artile, April 2008.http://en.wikipedia.org/wiki/Chroma_sub sampling.[18℄ F. Ortiz, F. Torres, J. Angulo, and S. Puente. Comparative study of vetorial morpho-logial operations in di�erent olor spaes. In Pro. of the Int. Conf. on Intelligent robotsand omputer vision, volume 4572, pages 259�268, San Diego, CA, ot 2001.[19℄ HSL and HSV,Wikipedia Artile, April 2008. http://en.wikipedia.org/wiki/HSL_and_HSV.[20℄ M. V. Shirvaikar. An optimal measure for amera fous and exposure. In Pro. of theIEEE Southeastern Symposium on System Theory, Atlanta, USA, Marh 2004.[21℄ N. Nourani-Vatani and J. Roberts. Automati amera exposure ontrol. In Pro. of the2007 Australasian Conferene on Robotis and Automation, Brisbane, Australia, Deem-ber 2007.[22℄ J. J. D'Azzo, C. H. Houpins, and S. N. Sheldon. Linear Control System Analysis andDesign with Matlab. CRC Press, 2003.[23℄ D. A. Martins. Image proessing system for roboti appliations. Master's thesis, Uni-versidade de Aveiro, 2008. 46



[24℄ B. Cunha, J. L. Azevedo, N. Lau, and L. Almeida. Obtaining the inverse distane mapfrom a non-svp hyperboli atadioptri roboti vision system. In Pro. of the RoboCup2007, Atlanta, USA, 2007.[25℄ R. Boyle and R. Thomas. Computer Vision: A First Course. Blakwell Sienti� Publi-ations, 1988.[26℄ J. F. Canny. A omputational approah to edge detetion. IEEE Transations on PatternAnalysis and Mahine Intelligene, 8(6), November 1986.[27℄ E. Davies. Mahine Vision: Theory, Algorithms and Pratialities. Aademi Press, 1990.[28℄ R. Gonzalez and R. Woods. Digital Image Proessing. Addison-Wesley Publishing Com-pany, 1992.[29℄ Robotia 2008 - festival naional de robotia, May 2008.http://robotia.ua.pt/robotia2008.

47


