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ABSTRACT

Robotic vision is nowadays one of the most challenging bdresof robotics. In the case of a humanoid robot, a robust
vision system has to provide an accurate representatioheo$urrounding world and to cope with all the constraints
imposed by the hardware architecture and the locomotioheofdbot. Usually humanoid robots have low computational
capabilities that limit the complexity of the developedaithms. Moreover, their vision system should perform ialre
time, therefore a compromise between complexity and pseingdimes has to be found. This paper presents a reliable
implementation of a modular vision system for a humanoidtdb be used in color-coded environments. From image
acquisition, to camera calibration and object detectioa slystem that we propose integrates all the functionsliteeded

for a humanoid robot to accurately perform given tasks imcobded environments. The main contributions of this pape
are the implementation details that allow the use of theowisiystem in real-time, even with low processing capaéditi
the innovative self-calibration algorithm for the most ionfant parameters of the camera and its modularity thawalits

use with different robotic platforms. Experimental resuiive been obtained with a NAO robot produced by Aldebaran,
which is currently the robotic platform used in the RoboCtgn8ard Platform League, as well as with a humanoid build
using the Bioloid Expert Kit from Robotis. As practical exal@s, our vision system can be efficiently used in real time
for the detection of the objects of interest for a socceriplayobot (ball, field lines and goals) as well as for naviggti
through a maze with the help of color-coded clues. In the tin@ase scenario, all the objects of interest in a soccer game,
using a NAO robot, with a single core 500Mhz processor, ateatied in less than 30ms. Our vision system also includes
an algorithm for self-calibration of the camera parametsra/ell as two support applications that can run on an externa
computer for color calibration and debugging purposesse@plications are built based on a typical client-senateh

in which the main vision pipe runs as a server, allowing ¢dn connect and distantly monitor its performance, withou
interfering with its efficiency. The experimental resuliatwe acquire prove the efficiency of our approach both imser

of accuracy and processing time. Despite having been dexélfmr the NAO robot, the modular design of the proposed
vision system allows it to be easily integrated into othemhanoid robots with a minimum number of changes, mostly in
the acquisition module.
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1. INTRODUCTION

Humanoid robotics is the branch of robotics that focusesareldping robots that not just have an overall appearance
similar to the human body but can also perform tasks that now were strictly designated for humans. From taking
care of the sick and/or elderly people, to playing footbaltwen preparing for inhabiting a space shuttle, humandidtso

can perform some of the most common, yet unexpected tasksuheans undergo daily. Most humanoid robots are fully
autonomous, which means that human interaction is needgdartheir maintenance. They should be able to perform
in unstructured environments and to continuously learn seategies that can help them adapt to previously unknown
situations. Their overall appearance imitates the humap,ltbis meaning that their physical architecture incluglégad,

a trunk, two legs and two arms.

Probably the most important sense for a humanoid robot isrvislust like in the case of humans, the only way for a
robot to understand the world with every visible objectd #ra surrounding it is by means of vision. The vision system i
responsible for creating an accurate representation afitfreunding world, allowing the classification of objeatstisat
they can be recognized and understood by the robot. Implémgea robust vision system for a humanoid robot is not
an easy task since its performance is strongly influencegusbby the hardware architecture of the robot but mostly by
its body movements. In this paper we provide a detailed gegmm of a real-time modular vision system based on color
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classification for a humanoid robot. The main physical emvwinent for testing our software was the one of robotic soccer
Moreover, as a second approach, we have used the vision enimdplemented as the relying sense of a humanoid robot
that navigates through a maze. We start by presenting saheés of the RoboCup Standard Platform Ledguna of the
Micro Ratd competition. We continue by presenting an overview abaaisifstem, outlining its modularity which makes

it intuitively easy for being exported to other humanoidfidens. Then we propose an algorithm for self-calibratibthe
parameters of the camera. The algorithm uses the histogramensities of the acquired images and a white area, known
in advance for estimating the most important parametere@tamera, such as: exposure, gain and white balance. For
the color segmentation algorithms a lookup table and hot&@amr vertical scan lines are used. Finally, we presentesom
validation approaches for a good recognition of the objetisterest in both situations previously described.

2. ROBOCUP STANDARD PLATFORM LEAGUE AND THE NAO ROBOT

One of the most challenging research areas in humanoidicshisthumanoid soccer, promoted by the RoboCup orga-
nization. The overall goal of RoboCup is that, by 2050, a tedirfully-autonomous robots wins a soccer game against
the winner of the most recent World Cup. Even though the gaghtrseem slightly unrealistic and might not be met
in the near future, it is important that such a long range ¢eatlaimed and pursued. One of the most popular soccer
league in RoboCup is the Standard Platform League (SPLhisndague all teams use identical, standard robots which
are fully autonomous. Therefore the teams concentrate fiwase development only, while still using state-of-theé-a
robots. Omnidirectional vision is not allowed, forcing @&an-making to trade vision resources for self-locaimatand

ball localization. The league replaced the highly suceg$siur-Legged League, based on Sony’s AIBO dog robots,and i
now based on Aldebaran’s NAO humanotd&yven though this paper presents a modular vision systencainate applied

to a wide range of humanoid robots, a platform for it to beg@stas needed. The first chosen solution was to integrate
the vision system into the NAO robots of the Portuguese Teangwly formed team of SPL soccer from the University
of Porto and University of Aveird.The team started in 2010 and attended the first RoboCup cdiopét July 2011 in
Istanbul, Turkey.

In SPL, robots play on a field with a lengthdftm and a width ob.4m, covered with a green carpet. All robot-visible
lines on the soccer field (side lines, end lines, halfway;, lagater circle, corner arcs, and the lines surrounding émaiby
areas) ar60mm in width. The center circle has an outside diametelr250mm. In addition to this, the rest of the objects
of interest are also color coded. The official ball is a Mylear@e street hockey ball. It &mm in diameter and weights
55 grams. The field lines are white and the two teams playing eae leither red or blue markers. The red team will
defend a yellow goal and the blue team a sky-blue goal.
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Figure 1: On the left, a NAO robot used in the SPL competitioDa the right, an image from the SPL RoboCup 2010
final, between B-Humans and NimbRo.

For a soccer playing robot, vision is the only way of senshmg surrounding world. During the game, the playing
field provides a fast-changing scenery in which the teamsndke opponents and the ball move quickly and often in
an unpredictable way. The robots have to capture these stiermeigh their cameras and to discover where the objects
of interest are located. Everything has to be processedairtiree. Since a SPL game is still played in a color coded
environment, we propose an architecture of a vision systera SPL robot based on color classification. The robot can
locate the objects of interest like the ball, goals and limesed on color information.



An overview of the work developed so far in this area of robetsion was needed in order to better understand the
context, the challenges and the constraints that robatiowiimplies. The structure of the vision system that we are
proposing was based on our previous experience in otheticofpplicationd as well as on other related papers such
a$ and’ We consider that our approach is an important contributiamiy due to the modularity of our proposal, the
real-time capability and the reliability of our system.

3. THE MICRO RATO COMPETITION AND THE BIOLOID HUMANOID ROBOT

The Bioloid platform represents a robotic kit produced by Korean robot manufacturer Robdtisyhich consists of
several components, namely small servomechanisms Dye§rlastic joints, sensors and controllers which can bd use
to construct robots of various configurations, such as vetgétgged, or humanoid robots.

The Micro Rato competition, held at the University of Aveis@a competition between small autonomous robots whose
dimensions do not excea&d0 x 300 x 400mm (Fig. 2). The competition is divided into two rounds: in thestfione, alll
robots move from a starting area with the purpose of reachingacon, in the middle of a maze. In the second round, the
robots have to return to the starting area or at least to g#bas as possible to it, using the information that they aequ
during the first round.

(a) (b)
Figure 2: On the left, an image from the Micro Rato 2011 coritipet On the right, an image of the Bioloid robot used.

Most of the robots used in this competition do not rely onansiior accomplishing their tasks. It is more common the
use of sensors for detecting the walls of the maze and theo&tea beacon, which is an infrared emittor of 28cm high.
However, the use of a vision system is possible since thersareral elements that allow the detection of the obstacles
and the beacon and that can provide information about tlaiation of the robot.

(a) (b)
Figure 3: On the left, an image of the Micro Rato field. On tightj a graphical representation of the four corner posts
and the beacon.

The robots have to move on a green carpet and the walls of tkhe ara white (Fig. 3 (a)). Moreover, in each of the
four corners of the maze there is a two-colored post and thedrehas also two predefined colors. Thus, the corner posts
can have either one of the following color combinationskgitue, blue-pink, pink-yellow, yellow-pink, while the beon
is half orange, half pink (Fig. 3(b)). The information abthe color combination of the posts is helpful for the locatiian



of the robot, in the challenge of reaching the beacon.Theseby relying on visual information, it is possible to have
competitive humanoid robot in the context of Micro Rato.

4. SYSTEM OVERVIEW

The architecture of the vision system can be divided integlmain parts: access to the device and image acquisition,
calibration of the camera parameters and object detectidrckassification. Moreover, apart from these modules, two
applications have also been developed either for califgdtie colors of interest (CalibClient) or for debuggingpases
(ViewerClient). These two applications run on an exterrahputer and communicate with the robot through a TCP
module of the type client-server that we have developed. clineent version of the vision system represents the best
trade-off that the team was able to accomplish between psotg requirements and the hardware available in order to
attain reliable results in real time.
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Figure 4: Block diagram of the proposed vision system.

NAO has 2 identical video cameras that are located in thénfé and in the chin area respectively (Fig. 1(a)). They
provide a640 x 480 resolution at 30 frames per second. The forehead cameraecasel to identify objects in the visual
field such as goals and balls, while the chin camera can eaSesNfibbles during a soccer game. The native output of
the camera is YUV422 packed. In the current version of theanswe only the lower camera of the robots is being used
since it can provide more meaningful information about theaundings. However, the software allows to switch betwee
cameras in a small amount of time (29ms). This can be veryilsgien more evolved game strategies will be developed.

The camera is accessed using V4L2 API, a kernel interfacarfalog radio and video capture and output drivers. The
V4L2 driver is implemented as a kernel module, loaded autmaddy when the device is first opened. The driver module
plugs into the “videodev” kernel module. The access and iaitipn module of the system that we are presenting is the
only one that might suffer small changes when used with giffehumanoid robots. Different video devices connected by
different technologies to the rest of the hardware can besser by making small adaptations to the module that we are
proposing. All the other modules can be used as they are ohwamgnoid robot since their construction is very generic
and is not related to any particularities that the NAO robigthhhave compared to other humanoids.

The video camera that was used with the Bioloid robot was redsita Logitech USB webcam and the process of
acquiring images was different than in the case of NAO. Theese of the device for the Bioloid camera was done by
means of OpenCV, which provides several instinctive mesfodaccessing and displaying the images. The methods used
by OpenCV also rely on Video For Linux v.2. This method wassgminstead of the acquisition module developed for
the NAO robot since the NAO camera configuration is accedseaigh the 12C bus due to its special connection on the
processing unit of the robot. The native output of the Bidliebcam is RGB and it provides the same resolution as the
NAO camera.

The calibration module is not continuously running on thieatbecause of the processing time limitations. It is run
just once whenever the environment or the lighting cond&iohange, having the purpose of setting the parametere of th
camera so that the images acquired give the best possibésesgation of the surrounding world. Details of the aldoni
for self-calibration of the camera are presented in Se&ion



For the detection process, with the use of a look-up tabld,lgnmeans of the OpenCV library, the raw buffer can
be converted into an 8-bit grayscale image in which only thlers of interest are mapped using a one color to one bit
relationship (orange, green, white, yellow, blue, pink aha, while gray stands for no color). These colors were comm
to both applications but our software can be easily adaptedtk with a very diverse palette of colors. The next step is
the search for the colors of interest in the grayscale imabih we call an index image, by means of vertical or horiabnt
scan lines, and the formation of blobs. The blobs are thekedaas objects if they pass the validation criteria which are
constructed based on different measurements extractedtfre blobs (bounding box, area, center of mass of the blob).
The color segmentation and object detection are detailS&eation 6.

Having the possibility of running the vision module as a serthe two applications that we have developed, Calib-
Client and ViewerClient can act as clients that can receiigplay and manipulate the data coming from the robot. Thus,
ViewerClient is a graphical application that allows thepty of both the original image as well as the corresponding
index image containing the validation marks for each obgddhterest that was found. This application was essential
in terms of understanding what the robot “sees” since mostamoid robots, including NAO, do not have any graphical
interface that allows the display and manipulation of insgélso considering the limited resources of these robats th
choice of building a graphical interface on the robot wasaduhe question. CalibClient is a very helpful applicatibat
we developed for the calibration of the colors of interest tis presented in more details in Subsection 5.2.

5. CALIBRATION OF THE VISION SYSTEM

Being still a color coded environment, during a SPL game tileraof a pixel in the acquired image is a strong hint for
object validation. Also in the Micro Rato competition, eaafthe four posts has a specific combination of two colors
that are known in advance. Because of this, a good colorifitzg®on is imperative. The accuracy of the representation
of the colors in an image captured by the camera of the robetased to the intrinsic parameters of the camera such as:
brightness, saturation, gain, contrast or white balangecddtrolling these parameters relatively to the illumioatof the
environment we can acquire images that accurately représereal world.

5.1 Sdf-calibration of the camera intrinsic parameters

The use of both cameras in auto-mode has raised severas is$lieh made the segmentation and validation of objects
hard to be performed. By using the camera in auto-mode thgémacquired were far from being accurate, mainly due
to the environment in which they are used. In both cases,uge hmount of green that is present in the images affect the
white-balance of the camera. These kind of applicationsymthetic representations of the real world. Moreover|igia

in these environments is normally flickering, due to the emasource of illumination.Thus, the classification of celaas
difficult to perform and the process of a robot “learning” atam color was almost impossible under these conditions.

We propose an algorithm for self-calibration of the caméiat is both fast and accurate and requires a minimum
amount of human intervention. The algorithm uses the histogf intensities of the images acquired for calculatingso
statistic measurements of the images which are then usedfiopensating the values of the gain and exposure by means
of a PI controller. Moreover, a white area, whose locatiothimimage is known in advance, is used for calibrating the
white balance. The human intervention is only needed foitipoing a white object in the predefined area. The algorithm
needs an average number of 20 frames to converge and thesgirggime of each frame is approximately 300ms.

The intensity histogram of an image, that is the histograrthefpixel intensity values, is a bar graph showing the
number of pixels in an image at each different intensity @alfound in the image. For an 8-bit grayscale image there are
256 different possible intensities, fromto 255. Image histograms can also indicate the nature of the fightonditions,
the exposure of the image and whether it is underexposedasexposed. The histogram can be divided into 5 regions.
The left regions represent dark colors while the right regicepresent light colors. An underexposed image will lean t
the left while an overexposed one will be leaning to the ridghtally most of the image should appear in the middle region
of the histogram.

From the intensity histogram the Mean Sample Value (MSV)lmcomputed based on the following formula and it
represents a useful measure of the balance of the tonabdistn in the image:



wherez; is the sum of the gray values in regigmf the histogram. The histogram is divided into five regicfise image

is considered to have the best quality when the MS\2.5. MSV is a mean measure which does not take into account
regional overexposures and underexposures in the imagevaites for the gain and exposure are compensated with the
help of the PI controller until the value of the MSV for the iges acquired isz 2.5.
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Figure 5: On the left an image acquired by the NAO camera #ftemtrinsic parameters of the camera have converged.
On the right, the histogram of the image. As expected, mogteimage appears in the middle region of the histogram.

For the calibration of the white balance, the algorithm thatare proposing assumes that the white area should appear
white in the acquired image. In the YUV color space, this nsahat the average value of U and V should be close to 127
when both components are coded with 8 bits. If the whitefizdads not correctly configured, these values are different
from 127 and the image does not have the correct colors. Tlitedvhlance parameter is composed by two values, blue
chroma and red chroma, directly related to the values of Wand

The parameters of the Pl controller were obtained expetiatignbased on the following reasoning: first, the propor-
tional gain is increased until the given camera parameteidsiart oscillating. The value chosen for the proportigaén
will be 70% of the value that produced those oscillations and the iategin is increased until the convergence time of
the parameters reaches an acceptable value of around 100ms.

An exemple of the use of the proposed algorithm is presenté&itji. 6. As we can see, the image on the right has the
colors represented in the same way that the human eye pesdb@m. On the oposite, in the image on the left the colors
are too bright and a distinction between black and blue f&cdif to be made.

The algorithm is depicted next:

do
acquire imge
cal cul ate the histogramof intesities
cal cul ate the MBSV val ue
while( MSV < 2.3 or MV > 2.7)
apply Pl controller to adjust gain
if( gain == 0 or gain == 255)
apply Pl controller to adjust exposure
end while
set the camera with the new gain and exposure paraneters
whi | e exposure or gain paraneters change
do
acquire imge
cal cul ate average U and V values for the white area
while ( U< 125 or U > 127)
apply Pl controller to adjust red chronma
end while
while (V< 125 or V > 127)



apply Pl controller to adjust white chroma
end while
set the canera with the new white bal ance paraneters
whi | e whit e-bal ance paraneters change

CY (b) (©)
Figure 6: On the left, an image acquired with the NAO cameedliiis auto-mode. The white rectangle, in the top middle
of the image, represents the white area used for calibrtteng/hite balance parameters. In the middle, an image adjuir
after calibrating the gain and exposure parameters. Onghg the result of the self-calibration process, afterihgalso
the white balance parameters calibrated.

5.2 Calibration of the colors of interest

Along with the calibration of the parameters of the cameragented in the previous subsection), a calibration of dhar ¢
range associated to each color class has to be performedewdrethe environment changes. These two processes are
co-dependent and crucial for image segmentation and otiggettion’ Although the image acquisition is made in YUV
(for the NAO robot) and RGB (for the Bioloid robot), the repeatation of the color range for each of the colors of interes
is made in the HSV color space, due to its special charatitsrisf separating the chromaticity from the brightness.

CalibClient is an application created after a model used AMIBADA, the RoboCup Middle-Size League team of the
University of Aveirol® It allows the creation of a configuration file that contains Hue, Saturation and Value minimum
and maximum values of the colors of interest. Figure 7 pitssmexample of its use. The configuration file is a binary file
that apart from the H, S and V maximum and minimum value alsdains the current values of the intrinsic parameters
of the camera. It is then exported to the robot and loaded lirerision module starts. These color ranges are used to
create the look-up table that for each triplet, RGB or YU\htzins the color information.

@ (b) (c) (d)
Figure 7: On the left, the first image is an original image aagliby the NAO camera followed by the same image with
the colors of interest classified by means of the CalibClagmlication. Next, the original image with the markers fibr a
the posts acquired by the Bioloid camera. On the right, thers@gmented image.

6. OBJECT DETECTION

For a SPL soccer player robot the objects of interest areottiiege ball, the white lines of the field and the yellow and
blue goals. For the Bioloid robot, the objects of interestertee four posts situated in the four corners of the mazeland t
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Figure 8: On the left a color calibration after the intringarameters of the camera have converged. On the right,ghk re
of color classification considering the same range for thers@f interest but with the camera working in auto-mode smMo
of the colors of interest are lost (the blue, the yellow, thetevand the black) and the shadow of the ball on the ground is
now blue, which might be confusing for the robot when proiresthe information about the blue color.

walls that are to be avoided. The four posts have the follgwimmbination of colors: yellow and pink, pink and yellow,
pink and blue, blue and pink while the beacon is orange arkl dihe white walls can be seen as transitions from green
(the carpet on which the robot navigates) to white. In thitiea we present our approach for the detection and vatidati
of the objects of interest, based on color segmentatioov@tl by blob formation and measurements computations éor th
validation of the blobs.

6.1 Look-up table and the image of labels

In the two contexts chosen for testing the proposed visiatesy, the color of a pixel is a helpful clue for segmenting
objects. Thus color classes are defined with the use of adpdkble(LUT) for fast color classification. A LUT represgent
a data structure, in this case an array used for replacingtare computation with a basic array indexing operatiorisTh
approach has been chosen in order to save significant pihogé¢isse. The image acquired in the YUV format is converted
to an index image (image of labels) using an appropriate LUT.

The table consists of 16,777,216 entrig$*( 8 bits for Y, 8 bits for U and 8 bits for V). Each bit expressdsather
one of the colors of interest (white, green, blue, yellowrye, red, blue sky, gray - no color) is within the correspagd
class or not. A given color can be assigned to multiple ckaas¢he same time. For classifying a pixel, first the value of
the color of the pixel is read and then used as an index inttathle. The 8-bit value then read from the table is called the
"color mask” of the pixel.

The resulting index image is a grayscale image with the utisol of 320 x 240 pixels. A smaller resolution was
obtained with the purpose of reducing the classifying time fairther decreasing the time spent on scanning and piiagess
the image. In the case of the Bioloid robot, this resolutiaswbtained by ignoring one in two columns and one in two rows
of the original image. For the vision system of the NAO roltio¢, reduced resolution was obtained by using a subsampling
approach. By using the YUV422 packed format of the image, btain a subsampling of the image across the image line.
For the Y sample, both horizontal and vertical periods aréhilesfor the U and V samples the horizontal period is 2 and
the vertical one is 1. This means that the two chroma comperage sampled at half the sample rate of the luma: the
chromaresolution is halved. Moreover, we are presentirigraovative solution for reducing both the processing timé a
the access to the memory in the process of subsampling tie@rimage acquired by the NAO camera. By converting the
YUV422 buffer, which is an unsigned char buffer to an integee, thus making possible the reading of 4 bytes at the same
time, we ignore one column in 4 of the image, by reading onlfd¢fahe luminance information (Fig. 9). Even though for
the human eye the luminance is the component of a color tisatioae significance, this is not valid in the case of robotic
vision. Moreover, using this approach we access 4 timeghessiemory.
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Figure 9: An illustration of the conversion of the unsigndricbuffer to an integer one, allowing thus the reading of 4
bytes at the same time. Using this approach we can obtairuaeddesolution of the images.

6.2 Color segmentation and blob formation

Further image processing and analysis will be performedhenindex image. Having the colors of interest labeled,
scan lines are used for detecting transitions between thavscof interest! For the vertical search in order to improve
processing time only every second column is scanned whilénéohorizontal scan only every second row is scanned with
the purpose of finding one of the colors of interest. For eaelm dine the initial and final point of the lines are saved.
Both types of scan lines start in the upper left corner of thage and go along the width and the height, respectively, of
the image. For every search line, pixels are ignored as Isrigey are not of the first color of interest. Once a pixel of
the colors of interest is found, a counter of the pixels ofsame color is incremented. When no more pixels of the first
color are found, pixels of the second color of interest wélldearched. If there are no pixels of the second color oféster
the scan line is ignored and a new scan line will be startetiénniext column/row. Otherwise, a counter of the pixels
having the second color of interest will be incremented oBef/alidating the scan lines the values of the two counters a
compared to a threshold. All the valid scan lines are savddéter their validation the next step of the processing Epe
the formation of blobs.

The notion of blob is different in the case of the two applimas presented. In the case of humanoid soccer, transitions
between green and white, green and orange, green and baex gnd yellow are searched. The information about the
green color is used just for a validation that we are lookimgtiie colors of interest only within the limits of the soccer
field, thus diminishing the probability of taking into accttalse positives. Blobs are formed from validated neigfscan
lines that are parallel, taking into consideration only piiseels of one of the colors of interest. The mass center fohea
scan line, without including the run-length informatioroabthe green pixels,is calculated. By calculating theaaise
between the center of mass of consecutive scan lines we catedehether or not they are parallel. If they are parallel an
the distance between them is smaller than a predefined tidebte scan lines are considered as being part of the same
blob and they are merged together.

Having the blobs formed, several validation criteria arpligg in the case of the orange ball and of the blue or yellow
goals, respectively. In order to be considered a yellow,gogellow blob has to have the size larger than a predefined
number of pixels. In the situation in which the robot see$ipatsts of the goals, the middle point of the distance between
the two posts is marked as the point of interest for the rdipdhe case when just one of the posts is seen, its mass center
is marked. For the validation of the ball, the area of the gednlobs are calculated and the blob validated as being the ba
will be the one that has the area over a predefined minimune\aid it is closest to the robot. In order to calculate the
distance between the robot and the orange blobs withoubfar estimation of the pose of the robot, the center of mass
of the robot is considered to be the center of the image.

For the vision system of the Bioloid robot, transitions bedn yellow and pink, pink and yellow, pink and blue, blue
and pink, orange and pink are searched for the detectioregbdists and of the beacon. Also transitions between white
and green are used for the detections of the walls of the mhhware to be avoided during the movements of the robot.
Repeated experiments showed that an acceptable valuesftirréshold is 20 pixels. Clusters are formed from valid scan
lines containing the same two colors of interest. The saaslare grouped into clusters if they have the two colors of
interest, in the same order and they are found at a distaretenedst 50 pixels one from another. In this case, the clusters
do not have the common meaning of a uniform region having t@icecolor, they stand for a region in the image having
the sequence of two colors of interest. For each clusteratba is calculated and in order to be validated as one of the
posts, its area has to be in the range of [500,2000] pixels.e&oh valid cluster its mass center is computed. The size
of the cluster is a good hint for the distance of the robot ftbmobject. For the white-green transitions, clusters ate n
necessary and the information saved for further use is ay afrscan lines containing transitions from white to green.
The array of white-green transitions as well as the cootdsaf the mass center for each post and for the beacon are then
shared with the other modules that are responsible for ctimgptine localization of the robot.



6.3 Results

In this subsection we present some images that show ev@y st®ur algorithms for object detections: from acquiring a
frame, calibrating the color of interest, forming the indleage with all the colors of interest labeled, to color segtaton
and detection of the objects of interest (in this case theaibjof interest were the orange ball and the yellow goals).

The first step is acquiring an image that can be displayed thi¢huse of our ViewerClient application (Fig. 10(a)).
Having an image acquired, we move on to classifying the sadbinterest with the help of the CalibClient applicatios, a
it was previously described in Section 5.2. The result ofahler classification can be seen in Fig. 10(b).

@ | (b)
Figure 10: On the left an image captured by the NAO camera. h@night, the same image with the colors of interest
classified.

The next step of our algorithm, is the conversion of the YUBBRIimage into an index image. Figure 11(a) presents
the index conversion of the previous frame while Figure 1 t€bresents the equivalent “painted” image accordingeo th
labels in the grayscale image. The painted image is a 3-&f&RGB image of the same resolution as the index image.
The index image is scanned and for each pixel labeled asdnania of the colors of interest, the color of the correspogdin
pixel in the RGB image is set as having the respective colortefest. If there are pixels that do not have any of the solor
of interest they will be painted as gray. Both images alreamhtain the markers that identify the objects of intereste T
black circle stands for a valid ball while the yellow circted marker for the yellow goals. The yellow circle is constedc

having the center in the middle of the distance between tbeygllow goals. The black crosses are markers for the white
lines of the field.

(a) (b)
Figure 11: Onthe left, the index image. On the right, the emjentimage “painted” according to the labels in the gralesc
image.

Figure 12 shows similar results obtained using the Biololabit in the Micro Rato competition.



Color Calibration

€Y (b)
Figure 12: On the left, the original image having a markemfach color blob detected and also a mark for the mass center
of each post as well as for the walls. On the right, the colgnsnted image.

Figure 13(b) presents the processing times spent by thenvisistem that we are proposing, in a worst-case scenario.
The low processing times were obtained using the NAO robateml soccer game and they are strongly influenced by the
internal structure of the NAO robot. NAO comes equipped witlhy a single core processor of 500MHz and with 512MB
of RAM memory. Even with these low processing capabilitiesave able to use the camera at 30 fps while processing
the images in real-time and achieving reliable results. Biodoid robot is used with an IGEP board, based on a similar
architecture as the one of NAO and running Ubuntu 10.04. Taedis equipped with a DM37301000Mhz processor and
512MB RAM. The total processing time spent by the Bioloidndtecture is on average, 98ms, thus allowing the use of the
camera at 10fps. These results are also related to the &dhnwebcam used is connected to the board through a USB
hub which introduces delays that are remarkable espediathe process of acquiring an image. The results of the image
processing algorithm are fast, each object of interestirsgodetected on average, in 2ms.

Task performed Time
Acquil‘i]]g n image ismg Acquiring an image lms
- — Conversion from YUV to index | 15ms
Comesin fromRGBoindex. | 30 Orange detection T
Objest etcton - foeach obestof et | s R, e
Blue detection 2ms
White lines detection dms
(@ (b)

Figure 13: On the left, the processing times obtained wighBioloid robot. On the right, a table with the processingim
spent. The total processing time of a frame is 28ms, whidwallus to use the camera at 30fps.

7. CONCLUSIONSAND FUTURE WORK

This paper presents a real-time reliable vision system faraanoid robot. From calibrating the intrinsic parametdrs
the camera, to color classification and object detectiomebelts presented prove the efficiency of our vision sysfEme.
main advantages of our approach is its modularity, whiabwallit to be used with a large number of different humanoid
robots and the real-time capabilities allow us to use theetarat 30fps even with a low processor as the one used in
the NAO robot. We presented an efficient and fast algorithiséif-calibration of the parameters of the camera which
is extremely helpful for any vision system that aims at pdawj a reliable representation of the real world in images.
Moreover, the algorithms for object detection based onradissification that we propose can be used in a wide range of
real time applications for the detection of color-codeckots.

Future developments of our work include more validatiotecia based on circular histograms and classifiers training
which are more generic and are not color dependent. Alsolgioeitnm for the self-calibration of the camera parameters
will be improved in order to be used in real-time.
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