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Abstract—The recognition of colored objects is very im-
portant for robot vision in RoboCup Middle Size League
competition. This paper describes an efficient hybrid vision
system developed for the robotic soccer team of the University
of Aveiro, CAMBADA (Cooperative Autonomous Mobile
roBots with Advanced Distributed Architecture). The hybrid
vision system integrates an omnidirectional and a perspective
camera. The omnidirectional sub-system is used by our
localization algorithm for finding the ball, detecting the
presence of obstacles and white lines. The perspective vision
is used to find the ball and obstacles in front of the robot
at larger distances, which are difficult to detect using the
omnidirectional vision system. In this paper, we present a set
of algorithms for efficiently extracting the color information
of the acquired images and, in a second phase, for extracting
the information of all objects of interest. We developed an
efficient color extraction algorithm based on lookup tables
and we use a radial model for object detection, both in the
omnidirectional and perspective sub-system. The CAMBADA
middle-size robotic soccer team won the 2007 Portuguese
Robotics Festival and ranked 5th in the 2007 RoboCup
World Championship. These results show the effectiveness
of our algorithms. Moreover, our experiments show that the
system is fast and accurate having a constant processing time
independently of the environment around the robot, which is
a desirable property of Real-Time systems.

I. INTRODUCTION

The Middle Size League (MSL) competition of

RoboCup is a standard real-world test for autonomous

multi-robot control. Being yet a color-coded environment,

despite the recent changes introduced, such as the goals

without color, recognizing colored objects such as the

orange ball, the black obstacles, the green field and the

white lines are a basic ability for robots.

One problem domain in RoboCup is the field of Com-

puter Vision, responsible for providing basic information

that is needed for calculating the behavior of the robots.

Catadioptric vision systems (often named omnidirectional

vision systems) have captured much interest in the last

years, because they allow a robot to see in all directions at

the same time with having to move itself or its camera [1],

[2], [3], [4], [5], [11]. However, due to the last changes in

the MSL rules, the playing field became larger, bringing

some problems to the omnidirectional vision systems,

particularly regarding the detection of objects at large

distances.

The main goal of this paper is to present an efficient

hybrid vision system for processing the video acquired

by an omnidirectional camera and a perspective camera.

The system finds the white lines of the playing field (used

for self-localization), the ball and obstacles. Our vision

system architecture uses a distributed paradigm where the

main tasks, namely, image acquisition, color extraction,
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object detection and image visualization, are separated into

several processes, as presented in Fig. 1).

The image processing software uses radial search lines

to analyze the color information. A radial search line is

a line that starts at the center of the robot, with some

angle, and ends at the limit of the image. The center of the

robot in the omnidirectional subsystem is approximately

the center of the image. However, the center of the robot

in the perspective subsystem is at the bottom of the image.

For each search line, if it is found a predefined number

of pixels classified as a valid color, the system saves the

position of the first pixel associated to the respective color.

For finding the white lines, color transitions from green to

white are searched for.

A lookup table (LUT) is used for color classification.

Our system is prepared to acquire images in RGB 24-bit,

YUV 4:2:2 or YUV 4:1:1 format, being necessary only

to choose the appropriated LUT. However, we use the

HSV color space for color calibration due to its special

characteristics [6].

II. ARCHITECTURE OF THE ROBOTS

The general architecture of the CAMBADA robots (see

Fig 2) has been described in [12]. Basically, the robots

architecture is centered on a main processing unit that

is responsible for the higher-level behavior coordination,

i.e. the coordination layer. This main processing unit (a

laptop) processes visual information gathered from the

vision system, executes high-level control functions and

handles external communication with the other robots.

This unit also receives sensing information and sends

actuating commands to control the robot attitude by means

of a distributed low-level sensing/actuating system. The

PC runs the Linux operating system. The communication

among team robots uses an adaptive TDMA transmission

control protocol [15] on top of IEEE 802.11b, that reduces

the probability of transmission collisions between team

mates thus reducing the communication latency. Using

this transmission protocol a Shared Real Time Database

(RTDB) is implemented.

III. HYBRID VISION SYSTEM

This paper presents a hybrid vision system integrating

an omnidirectional and a perspective camera. The om-

nidirectional part of the vision system [14] is based on

a catadioptric configuration implemented with a firewire

camera (with a 1/3” CCD sensor and a 4.0mm focal

distance lens) and a hyperbolic mirror. The perspective

camera uses a low cost firewire camera (BCL 1.2 Unibrain

camera with a 1/4” CCD sensor and a 3.6mm focal distance

lens). The omnidirectional camera works at 30 frames

per second (fps) in YUV4:2:2 mode with a resolution of

640 × 480 pixels. The front camera works at 30 fps in

YUV4:1:1 mode with a resolution of 640× 480 pixels.
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Fig. 1. The architecture of the vision system, applied both to the omnidirectional and perspective subsystem.

Fig. 2. One of the robots used by the CAMBADA middle-size robotic
soccer team and its hybrid vision system.

The omnidirectional system is used to find the ball,

to detect the presence of obstacles and white lines. The

perspective vision is used to find the ball and obstacles in

front of the robot at larger distances, which are difficult to

detect using the omnidirectional vision system.

A set of algorithms has been developed to extract the

color information of the acquired images and, in a second

phase, extract the information of all objects of interest.

Our vision system architecture uses a distributed paradigm

where the main tasks, namely, image acquisition, color

extraction, object detection and image visualization, are

separated in several processes, as presented in Fig. 1).

An efficient color extraction algorithm has been developed

based on lookup tables and a radial model for object

detection. The vision system is fast and accurate having a

constant processing time independently of the environment

around the robot.

A. Color extraction

Image analysis in the RoboCup domain is simplified,

since objects are color coded. Black robots play with an

orange ball on a green field that has white lines. Thus, the

color of a pixel is a strong hint for object segmentation.

We exploit this fact by defining color classes, using a

look-up table (LUT) for fast color classification. The table

consists of 16 777 216 entries (224, 8 bits for red, 8 bits

for green and 8 bits for blue), each 8 bits wide, occupying

16 MBytes in total. If another color space is used, the

table size is the same, changing only the “meaning” of

each component. Each bit expresses whether the color is

within the corresponding class or not. This means that a

certain color can be assigned to several classes at the same

time. To classify a pixel, we first read the pixel’s color and

then use the color as an index into the table. The value (8

bits) read from the table will be called “color mask” of the

pixel.

The color calibration is performed in HSV (Hue, Satu-

ration and Value) color space due to its special character-

istics. In the current setup, the image is acquired in RGB

or YUV format and then is converted to an image of labels

using the appropriate LUT.

There are certain regions in the received images that

have to be excluded from analysis. Regarding the omni-

directional camera, one of them is the part in the image

that reflects the robot itself. Other regions are the sticks

that hold the mirror and the areas outside the mirror. For

that, we have an image with this configuration that is used

by our software. An example is presented in Fig. 3. The

white pixels are the area that will be processed, black

pixels will not. Regarding the perspective camera, there

are two regions that will not be processed. One at the top

of the image, where the objects (ball and obstacles) are

outside the field, and another at the bottom of the image,

where the ball and obstacles are easily detected by the

omnidirectional camera. With this approach we can reduce

the time spent in the conversion and searching phases and

we eliminate the problem of finding erroneous objects in

that areas.

Fig. 3. An example of a robot mask used to select the pixels to
be processed by the omnidirectional vision sub-system. White points
represent the area that will be processed.

To extract the color information of the image we use

radial search lines instead of processing the whole image.

A radial search line is a line that starts at the center of the

robot, with some angle, and ends at the limit of the image.

The center of the robot in the omnidirectional subsystem

is approximately the center of the image (Fig. 4). In the

perspective subsystem, the center of the robot is located

at the bottom of the image (Fig. 5). The search lines

are constructed based on the Bresenham line algorithm

[10]. These search lines are constructed once, when the
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application starts, and saved in a structure in order to

improve the access to these pixels in the color extraction

module. For each search line, we iterate through its pixels

to search for two things: transitions between two colors

and areas with specific colors.

Fig. 4. The position of the radial search lines used in the omnidirectional
vision sub-system.

Fig. 5. The position of the radial search lines used in the perspective
vision sub-system.

The use of radial search lines accelerates the process of

object detection due to the fact that we only process about

30% of the valid pixels. This approach has a processing

time almost constant, independently of the information

around the robot, being a desirable property in Real-

Time Systems. This happens because the system processes

almost the same number of pixels in each frame. Regarding

the omnidirectional vision sub-system, there is another

advantage due to the fact that the use of omnidirectional

vision difficult the detection of the objects using, for

example, their bounding box. In this case, it is more

desirable to use the distance and angle, which are inherent

to the radial search lines.

We developed an algorithm to detect areas of a specific

color which eliminates the possible noise that could appear

in the image. For each radial scanline, it is performed a

median filtering procedure as described next. Each time

that a pixel is found with a color of interest, we analyze

the pixels that follows (a predefined number) and if we

don’t find more pixels of that color we discard the pixel

found and continue. When we find a predefined number of

pixels with that color, we consider that the search line has

this color.

In order to improve the previous algorithm, we created

an algorithm to recover lost orange pixels due to the ball

shadow cast over itself. As soon as we find a valid orange

pixel in the radial sensor, the shadow recovery algorithm

tries to search for darker orange pixels previously discarded

in the color segmentation analysis. This search is con-

ducted, in each radial sensor, starting in the first orange

pixel found in direction to the center of the robot, limited

to a maximum number of pixels. For each pixel analyzed,

a wide color space comparison is performed in order to

accept darker orange pixels. Once a different color is found

or the maximum number of pixels is reached, the search in

the current sensor is completed and the search proceeds to

the next sensor. In Fig. 9 we can see the pixels recovered

by this algorithm (orange pixels in the original image).

To accelerate the process of calculating the position of

the objects, we put the color information found in each

search line into a list of colors. We are interested in the

first pixel (in the corresponding search line) where the

color was found and the number of pixels with that color

that have been found in the search line. Then, using the

previous information, we separate the information of each

color into blobs (Fig. 9 and 10 shows some examples).

After this, it is calculated the blob descriptor that will be

used for the object detection module, which consists in the

following information:

• Average distance to the robot;

• Mass center;

• Angular width;

• Number of pixels;

• Number of green pixels between blob and the robot;

• Number of pixels after blob.

B. Object detection

The objects of interest that are present in the RoboCup

environment are: a ball, obstacles (other robots) and the

green field with white lines. Currently, our system detects

efficiently all these objects with a set of simple algorithms

that, using the color information collected by the radial

search lines, calculate the object position and / or their

limits in an angular representation (distance and angle).

The algorithm that searches for the transitions between

green pixels and white pixels is described as follows. If a

non-green pixel is found, we will look for a small window

in the “future”, and count the number of non-green pixels

and of white pixels. Next, we look for a small window in

the “past” and a small window in the “future” and count the

number of green pixels. If these values are greater than a

predefined threshold, we consider this point as a transition.

This algorithm is illustrated in Fig. 6.

G G G G W W W G G G GX X XG X

Wa Wb Wc

G

Fig. 6. An example of a transition. “G” means green pixel, “W” means
white pixel and “X” means pixel with a color different from green or
white.

The transition points detected are used for the robot
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localization. All the points detected are sent to the Real-

time Database, afterward used by the localization process.

To detect the ball, we use the following algorithm:

1) Separate the orange information into blobs.

2) For each blob, calculate the information described in

the previous section.

3) Perform a first validation of the orange blobs using

the information about the green pixels after and

before the blob.

4) Validate the remain orange blobs according to the

experimental data illustrated in Fig. 7 and 8.

5) Using the history of the last ball positions, choose

the best candidate blob. The position of the ball is

the mass center of the blob.
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Fig. 7. Experimental results comparing the number of pixels for the ball
according to the distance to the robot for the perspective camera.

 0

 100

 200

 300

 400

 500

 600

 60  80  100  120  140  160  180  200  220

p
ix

e
ls

distance

Catadioptric Vision Ball Detection

W/O shadow recover
W shadow recover

limit used for ball validation

Fig. 8. Experimental results comparing the number of pixels for the ball
according to the distance to the robot for the omnidirectional camera.

In order to avoid false positive errors in ball detection,

a ball validation system was implemented. Experimental

data regarding the number of pixels of a ball as a function

of its distance to the robot is displayed in Figs. 7 and 8.

Based on these data, we established a minimum limit of

pixels, varying linearly with the distance, that an orange

blob should have in order to be considered a ball candidate.

The behavior of the acquired data, for the omnidirectional

camera, around distance 120, is due to some occlusion

of the ball by the mirror holding structure. This method,

besides simple, is robust, fast and easy to implement.

To calculate the position of the obstacles around the

robot, we use the following algorithm:

1) Separate the black information into blobs.

2) If the angular width of one blob is greater than 10

degrees, split the blob into smaller blobs, in order to

obtain an accurate information about obstacles.

3) Calculate the information for each blob.

4) The position of the obstacle is given by the distance

of the blob relatively to the robot. The limits of the

obstacle are obtained using the angular width of the

blob.

In Figs. 9 and 10 we present some examples of acquired

images, their correspondent segmented images and the

detected color blobs. As we can see, the objects are

correctly detected (see the marks in the images on the right

of the figures).

The proposed hybrid vision system has a constant pro-

cessing time, independently of the environment around the

robot, rounding 10 ms for the omnidirectional subsystem

and 6 ms for the perspective subsystem, being the most

part of the time spent in the color classification and in the

color extraction modules. Each of the subsystems needs

approximately 30 MBytes of memory. These results have

been obtained using a laptop with an Intel Core 2 duo at

2.0 GHz and 1 GB of memory.

IV. CONCLUSIONS

This paper presents the hybrid vision system developed

for the CAMBADA middle-size robotic soccer team. The

hybrid vision system integrates an omnidirectional and a

perspective camera. We presented several algorithms for

image acquisition and processing. The experiments already

made and the last results obtained in the ROBOTICA 2007

and RoboCup 2007 competitions prove the effectiveness of

our system regarding the object detection and robot self-

localization.

Most of the objects in RoboCup are color coded. There-

fore, our system defines different color classes correspond-

ing to the objects. The 24 bit pixel color is used as an index

to a 16 MBytes lookup table which contains the classifi-

cation of each possible color in a 8 bit entry. Each bit

specifies whether that color lays within the corresponding

color class.

The processing system is divided into two phases: color

extraction, using radial search lines, and object detection,

using specific algorithms. The objects involved are: a ball,

obstacles and white lines. The processing time and the

accuracy obtained in the object detection confirms the

effectiveness of our system.
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